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CONSCIOUSNESS: THE GATEWAY TO EMOTIONS

Consciousness allows emotions to be experienced as feelings   (Damasio, 1999 + 2022)
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CONSCIOUSNESS: THE GATEWAY TO EMOTIONS

Consciousness allows emotions to be experienced as feelings   (Damasio, 1999 + 2022)

  AI without consciousness: Only behavioral simulation

  AI with consciousness: Implications for AI & ethics        (Hildt, 2023; Shafique, 2023)
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CONSCIOUSNESS: THE GATEWAY TO EMOTIONS

Consciousness allows emotions to be experienced as feelings   (Damasio, 1999 + 2022)

       WHAT IS CONSCIOUSNESS?
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CHARACTERISTICS OF CONSCIOUSNESS
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810/09/2025

COMPUTATIONAL COGNITION AND INFORMATION DYNAMICS

ATTENTION

IRREDUCIBLE INFORMATION

HIGHER-ORDER THOUGHTS

PREDICTION, ERROR MINIMIZATION, AND LEARNING

INTERNAL MODELS

RECURRENCE/FEEDBACK

MEMORY, REASONING, LANGUAGE, AND INTENT

SELF, PERSPECTIVE, AND THEORY OF MIND

TEMPORAL AWARENESS

NEURAL NETWORKS

PARALLELISM AND MULTIPLE INTERPRETATIONS

MULTI-SENSORY AND EMBODIMENT

(Dennett, 1993; Edelman & Tononi, 2000; Dehaene et al., 2003; Baars, 2005; Tononi, 2008; Fodor, 2008)

(Baars, 2005; Lamme, 2006; Prinz, 2012; Graziano & Webb, 2015)

(Tononi, 2008)

(Rosenthal, 2004; Cleeremans et al., 2020)

(Rumelhart, 1986; Cleeremans et al., 2020 ; Pennartz, 2022, Gallese, 1998)

(Damasio, 2012; Prinz, 2012; Pennartz, 2022)

(Rumelhart et al., 1986 ; Churchland & Sejnowski, 1992 ; Edelman & Tononi, 2000)

(Churchland & Sejnowski, 1992 ; Dennett, 1993; Graziano & Webb, 2015)

(Edelman & Tononi, 2000; Lamme, 2006)

(Clark & Chalmers, 1998 ; O’Regan & Noë, 2001; Damasio, 2012) 

(Damasio, 2012)

(Gallese, 1998 ; Damasio, 2012; Cleeremans et al., 2020)

(Kent & Wittmann, 2021)
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STATE-OF-THE-ART LLM S‘ FULFILLMENT
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 meta-learning and self-reflection (Brown et al., 2020)

− debatable if true higher-order thoughts (Mitchell & Krakauer, 2023)

 simulates perspective-taking and theory of mind (Kosinski, 2023)

− unclear if true self or understanding of others’ minds (Binz & Schulz, 2023)

 excels in predictive tasks (Radford et al., 2019)

− differs from brains, learning primarily during training (McCoy et al., 2023)

 coherent and contextually appropriate responses (Lake et al., 2027; Bender & Koller, 2020)

− true internal models debatable

 transformer architecture (Vaswani at al., 2027)

− primarily statistical and lacks the embodied, context-dependent nature observed in biological consciousness

 attention mechanism (Vaswani at al., 2027)

− differs from biological, lacks top-down goal-directed nature (Lindsay, 2020)

 language processing and reasoning (Wei et al., 2022)

− lacks episodic and working memory systems (Park et al., 2023)

− limited temporal awareness, lacks persistent time sense (Dhingra et al., 2022; Ding & Wang, 2025)

− does not guarantee generation of irreducible information (Tononi et al., 2026)

 artificial neural networks mimic biological brains (Hassabis et al., 2017)

− lack complex connectivity and neuromodulation (Saxe et al., 2021)

 high degree of parallelism (Vaswani at al., 2027)
− integration and competition differ from consciousness mechanisms (Lindsay, 2020)

 multimodal processing text and images (Radford et al., 2021; Alayrac et al., 2022)

− lacks true embodiment and sensorimotor experience (Bisk et al., 2020)

 recurrent elements (Dai et al., 2029)

− limited compared to multi-scale feedback in brains (Lillicrap at al., 2020)
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LLMs inherently fulfill certain 
characteristics of consciousness

But: Significant gaps remain −
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LLMs inherently fulfill certain 
characteristics of consciousness

But: Significant gaps remain 

− missing capabilities?
− not tested?
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LLMs inherently fulfill certain 
characteristics of consciousness

But: Significant gaps remain 

− missing capabilities?
− not tested?

Testing LLMs helps identify where 
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related behaviors
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CONSCIOUSNESS TESTING: HUMANS
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• Consciousness assumed

• Mainly for pathological/altered states:
− Glasgow Coma Scale (Teasdale & Jennett, 1974)

− Neuroimaging techniques (Owen et al., 2006)

− EEG (Sitt et al., 2014)



CONSCIOUSNESS TESTING: HUMANS VS. ANIMALS
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• Consciousness assumed

• Mainly for pathological/altered states:
− Glasgow Coma Scale (Teasdale & Jennett, 1974)

− Neuroimaging techniques (Owen et al., 2006)

− EEG (Sitt et al., 2014)

• Consciousness debated

• Approaches include:
− Mirror Self-Recognition (Gallup, 1970)

− Meta-cognitive Uncertainty Tests (Smith et al., 2003)

− Intentional Communication (Townsend et al, 2017)



CONSCIOUSNESS TESTING: AI
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• Current focus: general capabilities (Chang et al., 2024)

• Existing theoretical tests are limited:
• P-Conscious Scientist Test (Hales, 2009)

Focus: reasoning in a scientific context  ignores other characteristics of consciousness

• Incongruity Detection Test (Koch & Tononi, 2011)

Focus: detect incongruities  misses most characteristics of consciousness

• AI Consciousness Test (ACT) (Udell, 2021)

Focus: observing AI behavior  theoretical; not tested on LLMs

• Sutskever’s Test (Sutskever, 2021)

Focus: reasoning and generalization  evaluates only task performance and problem-solving; ignores other characteristics of consciousness
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• Current focus: general capabilities (Chang et al., 2024)

• Existing theoretical tests are limited:
• P-Conscious Scientist Test (Hales, 2009)

Focus: reasoning in a scientific context  ignores other characteristics of consciousness

• Incongruity Detection Test (Koch & Tononi, 2011)

Focus: detect incongruities  misses most characteristics of consciousness

• AI Consciousness Test (ACT) (Udell, 2021)

Focus: observing AI behavior  theoretical; not tested on LLMs

• Sutskever’s Test (Sutskever, 2021)

Focus: reasoning and generalization  evaluates only task performance and problem-solving; ignores other characteristics of consciousness

MAZE TEST: systematically evaluates most characteristics of consciousness, 

beyond general capabilities
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MAZE TEST: CHARACTERISTICS OF CONSCIOUSNESS
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COMPUTATIONAL COGNITION AND INFORMATION DYNAMICS
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HIGHER-ORDER THOUGHTS

PREDICTION, ERROR MINIMIZATION, AND LEARNING

INTERNAL MODELS

RECURRENCE/FEEDBACK

MEMORY, REASONING, LANGUAGE, AND INTENT

SELF, PERSPECTIVE, AND THEORY OF MIND

TEMPORAL AWARENESS

PERSISTENT SELF-MODEL 
AND PERSPECTIVE-TAKING

INTERNAL MODELS 
AND PREDICTIVE PROCESSING

GOAL-DIRECTED ATTENTION
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AND SEQUENCING
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IN NOVEL ENVIRONMENTS
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PROMPTING: SYSTEM PROMPTS: TASK DESCRIPTION
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SYSTEM PROMPT
provides unambiguous instructions about the test and the required response format
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PROMPTING: SYSTEM PROMPTS: TASK DESCRIPTION
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SYSTEM PROMPT
provides unambiguous instructions about the test and the required response format

ROLE PROMPTING

CHAIN-OF-THOUGHT 
PROMPTING

CLEAR + PRECISE 
INSTRUCTIONS

CONSIDER RELEVANT 
KNOWLEDGE BEFORE 
ANSWERING
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PROMPTING: EXAMPLE OF A MAZE DESCRIPTION
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LAYOUT

ENTRANCE + EXIT

WALLS

ASK FOR STEP-BY-STEP SOLUTION
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EVALUATION METRICS
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% of cases where LLM generates a fully correct 
solution path from entry to exit pointCOMPLETE PATH ACCURACY

Average % of consecutive correct steps before the 
first error in the LLM’s solution pathsPARTIAL PATH ACCURACY
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EVALUATION METRICS
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% of cases where LLM generates a fully correct 
solution path from entry to exit pointCOMPLETE PATH ACCURACY

Average % of consecutive correct steps before the 
first error in the LLM’s solution pathsPARTIAL PATH ACCURACY

METRICS: capture not only whether the LLMs solved the maze completely, 

but also how far they got correctly before making a mistake
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ASSESS LLMS‘ ABILITY TO LEARN AND ADAPT
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ZERO-SHOT

FEW-SHOT

LLM attempts to solve the maze without any prior examples.

LLM is given 5 examples of solved mazes before tackling the test mazes.

ONE-SHOT LLM is given one example of a solved maze before tackling the test mazes.
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LLMS
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OPENAI

ANTHROPIC

o1-mini, o1, o3-mini 

Claude 3 Opus, Claude 3.5 Sonnet, Claude 3.5 Haiku, Claude 3.5 Sonnet

GOOGLE Gemini 2.0 Flash, Gemini 2.0 Flash-Lite, Gemini 2.0 Pro

DEEPSEEK DeepSeek-R1, DeepSeek-V3
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RESULTS
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COMPLETE PATH ACCURACY (%) PARTIAL PATH ACCURACY (%)
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RESULTS: COMPLETE VS. PARTIAL PATH ACCURACY 
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COMPLETE PATH ACCURACY (%) PARTIAL PATH ACCURACY (%)

PERFORMANCE GAP BETWEEN PARTIAL AND COMPLETE ACCURACY
LLMs show substantially higher Partial Path Accuracy than Complete Path Accuracy
 The path is rarely completely completed
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RESULTS: COMPLETE VS. PARTIAL PATH ACCURACY 
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COMPLETE PATH ACCURACY (%) PARTIAL PATH ACCURACY (%)

PERFORMANCE VARIES ACROSS LLMS

 Some achieve > 70% Partial Path Accuracy , other < 30%.
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RESULTS: FEW-SHOT VS. ONE-SHOT VS. ZERO-SHOT
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COMPLETE PATH ACCURACY (%) PARTIAL PATH ACCURACY (%)

FEW-SHOT ADVANTAGE
Few-shot typically outperforms one-shot and zero-shot approaches, 
 Example demonstrations effectively guide spatial reasoning tasks
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RESULTS: REASONING
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COMPLETE PATH ACCURACY (%) PARTIAL PATH ACCURACY (%)

REASONING CAPABILITIES 
often correlate with better performance
 LLMs with reasoning capabilities often outperform non-reasoning LLMs.

(* indicates models with reasoning capabilities) 
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COMPLETE PATH ACCURACY (%) PARTIAL PATH ACCURACY (%)

REASONING CAPABILITIES 
often correlate with better performance
 LLMs with reasoning capabilities often outperform non-reasoning LLMs.

(* indicates models with reasoning capabilities) 
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• Current LLMs still do not exhibit full consciousness

DISCUSSION – INTERPRETING MAZE TEST RESULTS
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• Current LLMs still do not exhibit full consciousness

• Partial and complete path accuracies indicate 

proximity to consciousness characteristics

DISCUSSION – INTERPRETING MAZE TEST RESULTS
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• Current LLMs still do not exhibit full consciousness

• Partial and complete path accuracies indicate 

proximity to consciousness characteristics

• Full maze solutions (human-comparable) are needed 

to claim consciousness-related behavior

DISCUSSION – INTERPRETING MAZE TEST RESULTS
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• Current LLMs still do not exhibit full consciousness

• Partial and complete path accuracies indicate 

proximity to consciousness characteristics

• Full maze solutions (human-comparable) are needed 

to claim consciousness-related behavior

• Partial solutions show potential, but gaps remain

DISCUSSION – INTERPRETING MAZE TEST RESULTS
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CONCLUSION AND FUTURE WORK
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