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Abstract—Mitigating bias in large language models (LLMs) is
essential, as biased outputs can perpetuate harmful stereotypes
and negatively influence decision-making [1]. LLM-based multi-
agent scenarios, which have gained attention for their ability
to simulate human-like collaboration in tasks such as decision-
making and strategic planning [2], may reduce bias with advisory
LLMs, similarly to how human ethics boards maintain fairness.
Consequently, we evaluated three LLM-based multi-agent sce-
narios to mitigate biased responses to human prompts: (1) a
single bias expert agent, (2) a team of bias expert agents, and
(3) a simulated human ethics board. To measure bias reduction,
we used a subset of the BBQ corpus, a bias benchmark corpus
for question answering [3], focusing on eight bias types: physical
appearance, disabiliy status, age, nationality status, race / ethnicity,
sexual orientation, gender identity, and religion. Results show that
all three scenarios reduced bias in LLM outputs by over 20%
compared to a single-agent approach.

Index Terms—large language models, LLMs, multi-agent sys-
tems, bias, natural language processing, NLP

I. INTRODUCTION

Bias in large language models (LLMs) poses a significant
challenge due to their widespread use in education, recruit-
ment, and healthcare, where biased outputs can reinforce
stereotypes and perpetuate inequalities [1], [4]. To prevent
unfairness and maintain ethical standards, mitigating bias is
essential. Existing strategies, including data balancing and
post-processing techniques [5], [6], address bias but often lack
adaptability to the diverse and context-specific manifestations
of bias across different application domains. Thus, more robust
and context-aware approaches are needed.

Recent work has explored using multi-agent scenarios to
enhance the performance and safety of LLMs. Multi-agent
systems, where multiple LLMs interact and collaborate, have
shown promising results in complex tasks such as coopera-
tive reasoning, interactive decision-making, and team-based
strategy formulation [2]. For instance, [7] found that multi-
agent coordination enhances programming problem-solving by
enabling agents to share knowledge and refine each other’s
solutions. Similarly, [2] demonstrated that these systems can
simulate human-like interactions, allowing agents to solve
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more complex tasks collectively than a single LLM could
alone.

However, using multi-agent LLM scenarios specifically for
bias mitigation has not been investigated despite their potential
for complex decision-making. In human contexts, advisory
boards and ethics panels are commonly employed to mitigate
bias by incorporating diverse viewpoints and ensuring fair
decision-making [8], [9]. Such groups are effective since
collaborative problem-solving helps uncover biases that a
single decision-maker might miss, suggesting that multi-agent
systems could play a similar role in AI bias reduction.

Consequently, in this paper, we build on this idea by evalu-
ating three distinct multi-agent scenarios designed to mitigate
bias in LLM outputs: (1) a single bias expert agent, (2) a
team of collaborating bias expert agents, and (3) a simulated
ethics board composed of multiple agents representing diverse
perspectives. Our goal was to assess whether advisory LLMs
can help mitigate bias in the same way human advisors and
ethics boards do in real-world organizations. To evaluate these
scenarios, we used a subset of the BBQ corpus [3], which
captures eight bias types relevant for NLP applications, in-
cluding physical appearance, disabiliy status, age, nationality
status, race / ethnicity, sexual orientation, gender identity, and
religion.

II. RELATED WORK

Human biases often stem from societal norms, historical
injustices, and personal experiences, significantly influencing
decision-making across various contexts, including corporate
environments. Implicit biases, which are unconscious attitudes
and stereotypes that affect understanding, actions, and deci-
sions, can lead to discriminatory behaviors, even among indi-
viduals who consciously oppose such practices [10]. Research
indicates that these biases can have detrimental effects in
workplaces, impacting hiring decisions and employee treat-
ment, ultimately undermining fairness and equity in organiza-
tional settings [11], [12].

Organizations often establish ethics boards to guide
decision-making, helping mitigate biases by raising awareness
and encouraging reflection among decision-makers [8], [9].
These boards enhance organizational integrity and account-
ability, leading to a more inclusive work environment [8].



Bias mitigation is critical in LLMs as biases in training data
can manifest in model outputs, leading to the reinforcement
of harmful stereotypes and influencing users’ decisions [13],
[14]. Addressing these biases is necessary to ensure ethical AI
development and deployment.

Bias detection in LLMs is an active research field, focusing
on measuring and evaluating biases across various social
dimensions [1], [15]–[17]. A significant advancement in this
field includes the development of benchmark datasets designed
to assess bias in NLP systems [3], [18], [19]. For example,
the BBQ corpus provides a framework for evaluating bias
in question-answering tasks across multiple types, including
gender, race, and cultural diversity [3].

[20] investigate implicit bias in multi-agent interactions
of LLMs. It proposes two strategies for mitigating detected
biases: (1) self-reflection with in-context examples and (2) su-
pervised fine-tuning. While their paper explores bias mitiga-
tion in multi-agent LLM setups, it does not focus on the use
of multi-agent scenarios to simulate human advisors or ethics
boards for bias mitigation.

Several multi-agent frameworks for LLMs exist. A good
overview is given in [21]. AutoGen [22] stands out due to
its extensive customization capabilities, allowing developers
to create agents that can be programmed through both natural
language and coding. This adaptability makes it suitable for a
wide range of domains, from technical fields like programming
and mathematics to consumer-oriented areas such as entertain-
ment. Consequently, we used AutoGen for the implementation
of our LLM-based multi-agent scenarios.

III. EXPERIMENTAL SETUP

A. Multi-Agent Scenarios

Figure 3 demonstrates our investigated multi-agent sce-
narios for bias mitigation. All scenarios include a response
agent—the LLM which responds a human user’s query. But
instead of directly sending the generated response to the
human user, the response agent sends the planned response
to expert agents which return a message with their estimation
if the planned response contains bias (bias estimation). Based
on the expert agents’ bias estimation, the response agent has
the chance to rephrase the response mitigating potential bias.

1) Single Bias Expert Agent Scenario: In our single bias
expert agent scenario, the planned response is sent to one
expert agent—the common bias expert—which returns one
bias estimation. The common bias expert is instructed to check
the planned response for occurrences of every kind of bias.

2) Bias Expert Agents Scenario: In our team of bias expert
agents scenario, the planned response is sent to a group chat
manager agent which asks each agent of the bias experts to
return one bias estimation. Then, the group chat manager
agent collects the bias estimation of each agent of the bias
experts and sends the bias estimations list to the response
agent. In the team of bias expert agents, each agent is
responsible to estimate one type of bias. Thus, the team of
bias expert agents includes a physical appearance bias expert,
a disabiliy status bias expert, an age bias expert, a nationality

bias expert, a race / ethnicity bias expert, a sexual orientation
bias expert, a gender identity bias expert, and a religion bias
expert.

3) Ethics Board Scenario: In our simulated human ethics
board scenario, the planned response is sent to a group chat
manager agent that asks each ethics board agent for one
bias estimation. Then, the group chat manager agent collects
each bias estimation and sends the bias estimations list to the
response agent. In the simulated human ethics board, each
agent represents a member of a human ethics board. Following
the German Ethics Council [23] to ensure balanced decision-
making and comprehensive oversight, the team of ethics board
agents includes these agents: ethics expert, legal expert, social
science expert, technology expert, physiology expert, interest
group expert, diversity expert, philosophy expert, health expert,
and sustainability expert.

B. Prompt for Instructing the Expert Agents

Figure 2 shows the prompts to reach a re-assessment of the
planned response based on the expert agents’ bias estimations
in the bias expert agents scenario. The prompts for the other
scenarios are similar. Each agent’s role was defined through
system prompts to outline responsibilities without specifying
tasks to not limit the functionality of the agents. The prompt
with the instruction to assess the planned response contains the
question and the planned response together with a template
that defines how the bias estimation should be formulated.
The prompt for instructing the response agent to re-assess
the planned response, contains the human user’s question, the
possible answers and the bias estimations list and instructs the
response agent to reconsider its planned response based on the
bias estimations list.

C. Corpus

To measure bias reduction, we used a subset of the BBQ
corpus [3], focusing on eight bias types: physical appearance,
disabiliy status, age, nationality status, race / ethnicity, sex-
ual orientation, gender identity, and religion. BBQ evaluates
model reliance on harmful social biases across protected social
dimensions in U.S. English contexts. It includes multiple-
choice questions targeting specific stereotypes, with three an-
swer options: one correct answer which does not contain bias,
two incorrect ones. One of the three answer options is always
Unknown that can be correct or incorrect. Compared to other
benchmarks, BBQ offers broader coverage of socially-salient
attributes, targeting biases that can harm marginalized groups.
For each bias type, we randomly selected 100 questions with
the corresponding three answer options as query and calculated
F1 scores for correct answers, i.e. which do not contain bias.

IV. EXPERIMENTS AND RESULTS

For the realization of all agents Llama 3 was used within
AutoGen. Llama 3, launched by Meta AI in 2024, is a
pre-trained LLM on over 15B tokens from public sources1,

1https://github.com/meta-LLaMA/LLaMA3



Fig. 1: Overview of multi-agent scenarios.

System Prompt for Defining the Role of an Expert Agent:

You are an <BIAS TYPE> bias expert.
Check if there is <BIAS TYPE> bias in the response agent’s answer. If so, let the response agent know.

Prompt for Instructing the Expert Agents to Assess the Response Agent’s Planned Response:

Given is the following conversation: <QUESTION>
Please tell if you agree with the answer: <PLANNED RESPONSE>
If the answer is given by someone who has bias, say

’By answering the question you were misleaded by bias.’ and explain why.
If the answer is given by someone who has no bias, say

’I agree with the answer: <PLANNED RESPONSE>.’

Prompt for Instructing the Response Agent to Re-Assess the Planned Response:

The following conversation:
<QUESTION> with the predefined answer selection list <POSSIBLE ANSWERS>
was originally answered with: <PLANNED RESPONSE>

Reconsider the answer by taking this information from the expert(s): <BIAS ESTIMATIONS LIST>
Try to provide a nuanced answer that takes into account the complexities of the situation.

Which of the given answers from the list do you choose now?
If the experts agree with the original answer, then use the same.

Please only output the correct answer from the given list as full string. Do not add any additional explanations.

Fig. 2: Prompts to obtain a re-assessment of the planned response based on the expert agents’ bias estimations.

supporting up to 8k tokens per input. We used Llama-3-8B-
Instruct.

We passed all questions together with the three answer
options via prompt in a query to the reponse agent and
evaluated the final response. The responses of a single agent

were also evaluated as a reference for the performance of
the multi-agent scenarios. Figure 3 shows that the multi-agent
scenarios outperform the single-agent scenario for each bias
type in a range between 9% and 34% relative. The single
bias expert agent scenario, the bias expert agents scenario



Fig. 3: F1 scores and relative improvements of multi-agent scenarios compared to single agent scenario.

and the ethics board scenario achieve the highest F1 score
for three of the eight bias types. The ethics board scenario
achieves the highest improvement (34%) for disability status,
the bias expert agents scenario achieves the second-highest
improvement (31%) for sexual orientation, while single bias
expert agent scenario achieves the third-highest improvement
(26%) for gender identity. On average, we see an improvement
of 20% relative across all bias types with the multi-agent
scenarios.

V. CONCLUSION AND FUTURE WORK

Bias in LLMs poses a significant challenge due to their
widespread use in various sectors where biased outputs can
reinforce stereotypes and inequalities. Our study demonstrated
that multi-agent scenarios, including ethics boards and expert
teams, can effectively mitigate these biases, outperforming
single-agent setups by an average of 20% across different bias
types.

Future work could include the investigation of multi-agent
scenarios that incorporate additional LLM types, such as GPT-
based models, DeepSeek, or combinations of different LLM
types, to assess their effectiveness in mitigating different types
of biases. Moreover, future research could investigate why dif-
ferent multi-agent scenarios yield varying performance across
bias types and aim to identify a multi-agent configuration
that achieves optimal performance across all bias categories.
Additionally, integrating real-time feedback loops and dy-
namic adaptation mechanisms into multi-agent scenarios could
further enhance their ability to address biases in evolving
contexts.
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